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Abstract. Today’s mobile phones have not only become the most representative device in the new ubiquitous computing era but also dramatically improved in terms of their multi-modal sensing and display capabilities. This advance makes the mobile phone an ideal candidate for a more natural interaction device in ubiquitous computing environment. This paper proposes user interaction techniques which use camera-equipped mobile phones in the tabletop display environment for 2D and 3D applications. In our setting, the camera acts as the main sensor for a gesture-based interaction. Using the cell phone as a “second” hand input is considered for an interactive touch screen based tabletop environment to improve task performance, not intuitive with only one hand/finger. Interaction performances of the proposed techniques and guidelines are also described in this paper.
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1   Introduction

The mobile phone has become one of the most ubiquitous devices, with their computing, environment sensing, and display capabilities.  Thus, it is very natural to take advantage of cell phones as interaction devices in the upcoming ubiquitous computing era.  One popular concept with regards to the ubiquitous computing environment is the increasing uses of intelligent furniture which is equipped with a display and interaction interface. Naturally, the system should be used by more than one user. In this context, mobile phones can provide the unique “private” information and sensory display (e.g. LCD, sound, vibration).  But more importantly, its sensing (and communication) capabilities must be utilized to reflect user’s input into the shared system.  

A large number of today’s mobile phone is increasingly equipped with sensing devices like movie camera, microphone, and even acceleration sensor. Also, they can share the computational load with main server system using their improved communication modules such as Bluetooth, wireless LAN, infra-red communication, and UWB (ultra wide band technology that supports more than 600 Mbps wireless bandwidth). 
In this paper, we focus on using the mobile phone as a user input device to the tabletop display environments for 2D and 3D applications. We introduce interaction techniques using the camera equipped mobile phone. The camera, which is the main sensor for the interaction techniques, would be the most natural choice for sensors to use for user/cursor tracking, object tracking or gesture recognition depending on the proposed interaction modes.  Using the mobile phone as a “second” hand input is considered for displays equipped with touch screens to improve tasks non intuitive with only one hand/finger as often operated with the usual touch screen systems.  A cell phone implementation of the motion flow and marker recognition to support the proposed interaction techniques is presented.
2   Related Work
Possibilities for interaction with smart hand-held devices (e.g. palmtop computers) were first investigated in 1993 by Fitzmaurice et al. [1]. In this paper, the authors suggested several principles for display and interface proposals for 3D interaction for palmtop computer VR.  Watsen et al. have used a PDA to interact in the virtual environment, but the interaction was mostly button or touch screen based and no tracking was used nor necessary [2].  Kukimoto et al. also developed a similar PDA based interaction device for VR, but with a 6DOF tracker attached to it.  This way, they were able to demonstrate 3D interaction such as 3D drawing through the PDA (moving it and pressing the button or touch screen) [3]. 
There were several previous researches which tried to use the camera as an interface for user’s interactions, especially for 3D interactions [4, 5]. However, robust user’s motion tracking is not an easy problem, particularly if environment constraints to take advantage are scarce and since (in our case) the computational power of the mobile phones are often not sufficient for the needed image processing [6]. However, it is also true that mobile phones are increasing becoming more powerful and optimized in terms of their processing and computing efficiency, and it can be projected that in a near future, such an obstacle might well be removed.  Wagner et al. focused on the augmented reality application of the hand-held devices. He implemented a marker-based augmented reality system using a self-contained hand-held device and applied it to the Signpost project[7]. Paelke et al. developed a hand-held soccer game which uses a camera for detecting a real kick gesture [8]. Hachet et al. used camera-equipped hand-held device as an interaction prop for a virtual environment. In their system, the hand-held camera recognized the movement and poses of a special marker held in the other hand [9, 10].  Rohs et al. combined mobile phones with the large public display. Marker-free user motion tracking was achieved using the optical flow algorithm and software markers on the display [11]. Spotcode project also focused on the usages of the mobile phone in the large shared display.  They designed context-related markers for the tracking [12].
3   Interaction Scenario and Requirement
As a starting point, we present a scenario for using the camera phone for interaction in a touch screen operated tabletop display.

(2D Interaction Scenario) Jack and Jill are preparing a joint report.  Jack pulls up couple of files on the tabletop display and tries to show one to Jill.  He chooses the document with his finger on the touch screen and drags it toward Jill who is sitting at a different side of the table, and at the same time rotates his cell phone, with the other hand, to rotate the document toward Jill.  Jill finds the document to be to small for her viewing pleasure and enlarges the scale by selecting an anchor point, dragging upward to make space, and gestures her cell phone, with the other hand, side ways to enlarge the document all at the same time.  By a touch of a button, the cell phone is turned into as a magnifying glass allowing Jill to examine fine details of the figure in the document.

(3D Interaction Scenario) Jill has a 3D model of a product from her company in her mobile phone. She wants to discuss with Jack about the product. She copies the 3D model file to the tabletop display. She would like to show to Jack a closer look of the bottom part of the model. She rotates the model and zooms into the model using her mobile phone. 
This scenario illustrates the need for two handed simultaneous interaction for object rotation.  Without the two handed input, the object rotation must be carried out in sequence.  Touch screen systems usually do not allow simultaneous two handed input.  Thus, one solution is to use a smart tangible prop, like a sensor equipped cell phone, as an embodied interface.
4   The Proposed Interaction Techniques
4.1 Gesture-based Interaction

Based on the scenario and the requirement depicted in Section 3, we propose an approach for object rotation using the cell phone as a two handed simultaneous interaction.  Without the two handed input, the object rotation must be carried out in sequence.  Note that the touch screen systems usually do not allow simultaneous two handed input.  The proposed solution carry out object selection, translation by touch screen input and map the cell phone’s (manipulated by the other hand) rotation to the target object’s rotation.  The cell phone’s rotation is detected by the motion flow technique so that the user does not have to aim at anything.  The scaling can be carried out in similar manner. 
If the object is a 3D model object, user can use the mobile phone as a tracking prop.  That is, the 3D model just follows motion of the mobile phone.  Figure 1 and 3 illustrate the process.         
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Fig. 1. Object rotation and scaling using mobile phone and one finger touch. The task is accomplished efficiently in a simultaneous manner: 3D object rotation (above) and 2D object scaling and rotation (below).
Figure 2 illustrates the actual implementation of the proposed interaction for 2D rotation (top row).  The object pivoted by the finger touch is rotated according to the rotated camera phone.  The lower row shows the case for the 2D scaling operation in which the selected object (by the finger touch) is scaled according to the motion of the camera phone.
Similarly, Figure 3 demonstrates two handed manipulation of an object in a 3D environment.  An object selected with the finger touch (e.g. virtual ray) rotates around its (predefined) local coordinate axes according to the correspondingly rotating camera phone.  The phone acts as a physical embodiment of the selected object.
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Fig. 2. Snapshots from actual implementation of the proposed interaction for 2D object manipulation: object rotation (top row) and scaling (lower row).
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Fig. 3. Snapshots from actual implementation of the proposed interaction for 3D object rotation.
4.2   Mobile Phone Tracking

To implement the proposed interaction method, we used a motion flow based tracking using the phone camera (and with no special markers).  However, due to the limitation in the processing power of the cell phone, the tracking accuracy is relatively low and has only  a limited degrees of tracking freedom, namely 3  (horizontal and vertical translation and z axis rotation).  The proposed interaction technique has been implemented and tested on the Nokia cell phone model 6630 with the Symbian Series 60 Second edition FP2 as its operating system and the NextWindow one finger touch screen on a tabletop.
As for the motion flow based tracking, we have used the pyramidal Lucas-Kanade optical flow algorithm [13].  The algorithm first applies corner detection for finding feature points and uses image pyramids for tracking those feature points.  Because of the limitation of computational power of our mobile phone, we adjusted the load balance among the frame rate, image resolution of the camera and the number of feature points by trial and error.  As a result, we used 10 feature points, with the camera image resolution of 160 by 120 and obtained about 6~7 frame/sec tracking rate.  The obtained feature positions and their movement vectors are feature filtered and averaged. This value becomes the velocity of the user’s hand rotation or translation.  That is, because it is not possible to distinguish between x-axis/y-axis rotation (roll and pitch) and x-axis/y-axis translation by only using the optical flow, the velocity is regarded as for rotation or translation depending on the interaction mode.  The velocity is integrated to obtain and update the amount of the movement.  Linear interpolation is employed on the server side because of the low tracking rate for smooth cursor movement on the table. The system needs to estimate at least about 6 tracking data between two adjacent real data since rendering rate of the tabletop system is 40 fps.
Optical flow gives us only two degrees of freedom movement data. But we can get partial information of the z-axis rotation (yaw rotation) by analyzing two degrees of freedom information.  We can estimate the z-axis rotation of the phone by detecting the differences of moving direction among features.  Recognizing the z-axis rotation from motion flow this way is however somewhat difficult because the rotation always usually entails translation as well.  This means we must somehow extract only the z-axis rotation factor from the complex feature vectors.  And another related problem is that the motion flow frame rate is somewhat low with the rather computationally limited cell phones, thus, it was not possible to use the movement history data of the feature points.  Our simple rotation algorithm is illustrated in Figure 4.  First, since we know the locations of the feature points, we can compute the quadrant they belong to in the image plane.  Then we calculate four means of the movement vectors in each quadrant (big blue arrow in Figure 4).  Then, we compare the means of the first quadrant to that of the third, and the second to the fourth.  If these differences are higher than some threshold, we recognize it as a rotation. 
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Fig. 4. Finding the rotation factor. The big arrow in each quadrant’s centre is the mean of the small red arrows. The algorithm compares means of the quadrant 1 and 3, and 3 and 4 to determine an existence of a rotation.

4.3 Tracking and Interaction Performance
The current implementation is still far short of supporting recognition of “fast” gestures.  The camera itself only produces about 10~15 frames of data per second, and the motion flow algorithm about 6~7 tracked data per second.  Thus the gesture recognition or tracking performance depends highly on the speed of the gesture motion, and more so on the speed of rotated motion.  For example, if the mobile phone is rotated faster than 60 degree per second, one third of the area of the frame (and corresponding feature candidates) disappears from last frame (field of view of the camera is about 35 degrees).  A related problem is with the accuracy.  Fine continuous motion control (e.g. at the level of few millimeters or degrees) is not possible.   
  Another problem is that detecting z axis rotation (yaw) becomes problematic because users tend to rotate the phone around their wrists (instead of around the center of the phone). This produces discrepancies in the intended motion (e.g. rotate) and resulting interaction. Rotating around wrist causes more feature disappearance as well. The delay due to the Bluetooth communication is minimal (for the server to receive the tracked data and interpolate).  However, it is only a matter of time that such hardware (and system software performance) constraints will disappear.  Once the system resources become sufficient to support relatively fast gestures also, the proposed interaction should prove to be truly effective.
5.   Conclusion

In this paper, we have proposed a two handed interaction method using a cell phone to interact efficiently with a touch screen equipped displays.  Cell phones with cameras has now become a very common platform in our lives and can act as an ideal medium for various interaction in the up coming ubiquitous computing environment.  Such devices and interaction can further be enhanced with multimodal displays and additional sensing.  This work is only the first step to our research in using a multi-purpose handheld device such as a cell phone as an interaction device.  We are currently conducting a formal usability analysis to verify our claims as to whether such gesture based interactions are indeed superior to for instance just using buttons or just using one hand/finger at a time. 
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